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Abstract: We have used correlated electronic structure calculations and direct dynamics methods, including
variational transition state theory with multidimensional semiclassical methods for calculating tunneling
probabilities, to predict kinetic isotope effects (KIEs) and activation energies for hydride transfer in a polycyclic
hydroxy ketone in the gas phase and aqueous solution. The need to include tunneling in the calculation of the
KIEs has been shown, and the enhanced tunneling arising from a multidimensional model, compared to the
one-dimensional Wigner treatment, has been demonstrated. The effect of solvent on the multidimensional
tunneling contributions to the KIEs is significant and partly cancels the other contributions of the solvent to
the KIEs. We also examined structural features on the kinetics for three other polycyclic hydroxy ketones by
using conventional transition state theory and a Wigner tunneling approximation.

1. Introduction

Hydrogenic motion, which may be protonic, hydridic, or
neutral, is an important component of the reaction coordinate
in many organic, inorganic, organometallic, and enzymatic
reactions.1 Thus quantum mechanical tunneling may be impor-
tant, and it is desirable to be able to model this in detail. For
example, one would like to achieve a better understanding of
the role of structural fluctuations in modulating enzyme-cata-
lyzed bond cleavage involving hydrogen tunneling.2 From a
theoretical viewpoint the development of variational transition
state theory and multidimensional semiclassical methods for
calculating tunneling probabilities3 now allows a fairly accurate
assessment of the relative importance of overbarrier and tun-
neling contributions to overall reaction rates, and the application
to complicated systems is facilitated by using the direct
dynamics approach.4 Although these theoretical treatments are
computationally intensive, their use for enzyme catalysis5 prom-
ises a way to resolve such mechanistic problems. It is of course
desirable that theoretical and experimental approaches be used
together to solve these complex problems, and progress can be

made by studying suitable prototype systems. The present paper
compares theory to experiment for nonenzymatic hydrogen
tunneling reactions of substrate analogues in aqueous solution.

Primary kinetic isotope effects (KIEs) associated with a
migrating hydrogen provide a well-established tool for charac-
terizing transition states in many areas of mechanistic organic
chemistry6 and enzyme catalysis,7 particularly where hydride
transfer associated with C-H bond cleavage is involved. The
use of model compounds with well-defined structure and
chemical characteristics, for which experimental kinetic data
are available and for which accurate theoretical interpretation
of such data is feasible, should aid in understanding the factors
affecting the reaction rate. An example of such an approach is
the study of the kinetics of hydride transfer to NAD+ analogues8

as a model of coenzyme-mediated hydride transfer. Another
interesting series of model compounds has been synthesized by
Watt and co-workers, and some kinetic9,10 and structural data11

have been obtained. These compounds are polycyclic hydroxy
ketones, whose base-catalyzed rearrangements involve a hydride
shift reminiscent of similar enzymatic reactions, such as the 1,2-
hydride shift reaction of xylose isomerase. The model com-
pounds of Watt et al. are exemplified by compoundsI-IV
shown in Figure 1. Structural data show11 that bridging groups
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such as the methylene bridge inIV alter the nonbonded distance
between the carbon atoms (C(1), C(4)) involved in the hydride
transfer, which is reflected in quite different rates for the
degenerate rearrangement occurring via 1,4-hydride shift. In
addition, primary kinetic isotope data have been reported for
this base-catalyzed hydride shift in compoundsI and III in a
mixture of water and dimethyl sulfoxide.10

One of us has previously reported ab initio calculations of
the KIEs for the hydride shift of the unsubstituted polycyclic
hydroxy ketoneII , which by today’s standards are at a very
low level.10 These calculations used the Wigner one-dimensional
parabolic method12 to describe the tunneling and predicted KIEs
in the range 3-5, which are somewhat larger than the
experimental values. It is timely to reexamine hydride transfer
in these model compounds by using high-level electronic
structure methods including the effect of solvent and estimates
of the reaction rate by using current direct dynamics methods.

2. Computational Details

Electronic structure calculations have been carried out on the four
structurally related polycyclic hydroxy ketones shown in Figure 1. For
compoundI , calculations were carried out to identify the appropriate
level of theory and basis set needed. Subsequent calculations were
carried out at this level taking account of the condensed-phase
environment and were further used in the direct dynamics approach to
estimate kinetic quantities, in particular rate constants, activation
energies, and KIEs. To model the effect of solvent we use the
polarizable continuum model (PCM) of Tomasi and co-workers.13 Only
the equilibrium electrostatic contribution to the solvation free energy
was included; although cavitation, dispersion, and solvent structural
effects are also important for solvation calculations,14 they are neglected
here because their dependence on reaction coordinate is expected to
be smaller than the electrostatic term for transfer of a charged particle.
The solute cavity was taken as a superposition of atom-centered spheres
having Pauling’s radii. All electronic structure calculations employed
the GAUSSIAN 94andGAUSSIAN 98computer programs.15

Rate constants were calculated by using semiclassical variational
transition state theory (SC-VTST), which is VTST with quantized
vibrational partition functions and semiclassical multidimensional
tunneling contributions as implemented in thePOLYRATEcode.16 The
reaction path was calculated by the method of Page and McIver17 in
mass-scaled coordinates. The calculation requires generalized free
energies of activation∆GT

act along the reaction path, and these in turn
require vibrational partition functions. The Hessians that are needed
for this step render such VTST calculations computationally expensive.
Although these calculations are generally feasible for quite large systems
with semiempirical Hamiltonians such as AM1 and PM3,18 they may
be computationally prohibitive for even quite small systems when high

levels of theory are employed. For this reason the so-called dual-level
approach is often used where information on full pathways computed
at a lower level of theory is corrected by more limited information
from higher level calculations, such as that relating to stationary points.19

The maximum in the generalized free energy of activation as a function
of the reaction coordinate is then located and used to calculate the rate
constant by canonical variational-transition-state theory (CVT). The
CVT rate constants are combined with semiclassical tunneling calcula-
tions that account for quantum mechanical motions in the reaction
coordinate. Models that include the effect of corner-cutting tunneling
by either small-curvature tunneling (SCT) or large-curvature tunneling
(LCT) paths have been developed,20-22 and both have been studied here,
where they are compared to the results using the Wigner (W) one-
dimensional parabolic12 method and the zero-curvature-tunneling3,23

(ZCT) method. The rate constantk(T) obtained by such calculations is
finally calculated by using

where∆GT
CVT is the CVT free energy of activation,κ is a transmission

coefficient based on the semiclassical tunneling calculation,kB is
Boltzmann’s constant,T is temperature, h is Planck’s constant, andR
is the gas constant.

In the liquid phase, the sum of the gas-phase potential energy and
the electrostatic equilibrium free energy of solvation was taken as a
potential of mean force for solute motion, and the transmission
coefficients were evaluated by employing the zero-order canonical-
mean-shape approximation.24

3. Computational Results

Structure and Energetics.We have first studied compound
I in the absence of solvent at a number of levels of theory, the
results being summarized in Table 1. In the table, HF denotes
Hartree-Fock,25 MP2 denotes Møller-Plesset second-order
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Figure 1. Structures of polycyclic hydroxy ketones: (a) (I ) R1, R2)
H; R3, R4) Me; (II ) R1, R2, R3, R4) H; (III ) R1 ) Me; R2, R3,
R4 ) H; (b) (IV ) R1, R2) H; R3, R4) Me.

k(T) ) (κkBT/h)exp(-∆GT
CVT/RT) (1)
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perturbation theory,25 B3LYP denotes hybrid Hartree-Fock
density functional theory with the Becke-3-parameter approach
and the Lee-Yang-Parr correlation functional,26 basis sets are
indicated in standard notation,25 and PCM/H/b denotes the use
of the PCM model with gas-phase HamiltonianH and basis
setb.

It is clear that electron correlation effects are of paramount
importance in determining the barrier for hydride transfer; in
particular, Table 1 shows that correlation at either an MP2 or
B3LYP level yields a barrier close to 6-7 kcal mol-1. The
semiempirical PM3 method18 gives a barrier considerably in
excess of this value. At the B3LYP/6-31G* level the major
change in the cage structure during the transfer of the hydride
ion to C(4) from C(1) is a reduction in the C(1)-C(4) distance
from 2.62 Å in the reactant structure to 2.42 Å in the transition
state. In theCs transition state, the C(1)-H distance is 1.41 Å.

The calculated gas-phase barrier height of 6-7 kcal mol-1

is considerably smaller than the experimental Arrhenius activa-
tion energy of 12.2 kcal mol-1 measured for hydride transfer
in a mixture of water and dimethyl sulfoxide (DMSO).27 Such
a difference is not unexpected since a polar solvent would be
expected to preferentially stabilize the reactant structure where
the negative charge is localized on a single oxygen atom rather
than the symmetric transition structure which has equivalent
oxygen atoms. Such a conclusion is indeed borne out by the
PCM calculations, using a B3LYP functional and either a
6-31G* or 6-31G** basis, where for a dielectric constantε of
either 46.7 (corresponding to DMSO) or 78.39 (corresponding
to H2O) the barrier is increased from the calculated gas-phase
value to one close to experiment. A barrier height closer to the
measured activation energy could probably be achieved by some
fine adjustment of the cavity size and/or by including first-
solvation-shell effects. However, one should actually compare
the calculated activation energy (not the calculated barrier
height) to the experimental activation energy, and calculations
using the standard PCM scheme, as used here, appear to be
adequate for further studies of this hydride shift reaction.
Although polar solvents lead to a substantial increase in the
barrier height, we find very little change in the structure of either
the reactant or transition state upon solvation. The major
structural changes are a small decrease and increase in C(1)-
C(4) and C(4)-O(4) distances, respectively (by 0.03 Å) in the
reactant structure, upon solvation by water.

Watt and co-workers have shown that the reactivity of
polycyclic hydroxy ketones toward degenerate rearrangement
can be substantially changed by structural modifications involv-
ing bridging methylene groups, thereby modifying the distance
between the carbon atoms involving the hydride transfer. Thus,
for nonbonded C(1)-C(4) distances of 2.67, 2.53, and 2.48 Å,
the experimental relative reactivities are 1:102:103.9,11We have
examined this effect computationally, reporting in Table 2 the
optimized C(1)-C(4) distance, together with the barrier height
and imaginary harmonic frequency associated with compounds
I-IV . These calculations show that the steric effect of dimethyl
substitution (compoundI relative to compoundII ) is to decrease
both the C(1)-C(4) distance and the barrier, while a constraining
methylene bridge (compound IV) increases both the C(1)-C(4)
distance and the calculated barrier. A single methyl substituent
(compoundIII ) has little effect both on the C(1)-C(4) distance
and on the calculated barrier. These calculated results are in
line with the experimental data which suggest an increase in
barrier height of∼4 kcal mol-1 between compoundsII and
IV . There is also some flattening of the potential energy curve
as the barrier is reduced, which has implications for tunneling
through the barrier. Thus, the transmission coefficient increases
somewhat for the larger barriers, with an associated increase in
the kinetic isotope effect evaluated with use of the simple
Wigner model (Table 2). Experimental KIEs have been reported
for I (2.76 at 305 K) and forIII (3.56 at 300 K).10 These values
are surprisingly close to those calculated for the gas-phase
reaction, using the Wigner correction for tunneling (2.93 and
3.23 for I and III , respectively). However, the calculated
difference between these values is somewhat less than that
reported experimentally. As part of our direct dynamical
treatment ofI , we shall discuss more detailed calculations of
the reaction rate and associated KIEs.

Dynamics. All the detailed dynamics studies were carried
out on compoundI , for which kinetic data, including KIEs, are
available.10 To gain some insight into the important features of
the dynamics, initial calculations were carried out with use of
the gas-phase PM3 potential energy surface. This approach is
suggested to be useful since, although PM3 overestimates the
barrier height compared to the DFT value, the value given by
PM3, 12.0 kcal mol-1 (Table 1), is close to the experimental
activation energy observed in a mixture of water and DMSO.
For this gas-phase system the minimum energy pathway (MEP)
was calculated with a step size of 0.005 amu1/2 ao, with Hessians
being evaluated at each step. There are three transverse modes
strongly coupled to the reaction coordinate:, the quasisymmetric
C-H-C vibration of the transferring hydride (1624 cm-1), a
symmetric CO stretch (1760 cm-1), and an asymmetric CO
stretch (1782 cm-1), where the values in parentheses are
evaluated at the transition state. The effect of corner cutting
through these coupled modes (as well as the weakly coupled
modes) is included in the SCT and LCT calculations and is
reflected in the increased KIEs compared to those from the zero
curvature tunneling (ZCT) model (Table 3). We find that SCT
leads to a larger effect than LCT, and thus the former is used

(25) Hehre, W. J.; Radom, L.; Schleyer, P. v. R.; Pople, J. A.Ab Initio
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Phys. Chem.1994, 98, 11623-11627. Kohn, W.; Becke, A. D.; Parr, R.
G. J. Phys. Chem. 1996, 100, 12974-12980.
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Table 1. Calculated Barriers (∆Vq) and Imaginary FrequencyυH
q

of Transition Structure for Hydride (H-) Transfer in CompoundI a

level of theory ε (∆Vq) (kcal mol-1) υH
q (cm-1)

gas-phase
PM3 14.6 (12.0) 996i
HF/6-31G** 21.5 (18.8)
B3LYP/6-31G 6.4 (4.4) 730i
B3LYP/6-31G** 5.6 (3.7) 699i
B3LYP/6-311++G** 6.6
MP2/6-31G** 5.9

liquid-phaseb

PCM/B3LYP/6-31G* 46.7 11.2 (9.3)
PCM/B3LYP/6-31G** 46.7 10.8
PCM/B3LYP/6-31G* 78.39 11.6 (10.7) 828i

a ∆Vq is the classical (i.e., zero-point exclusive) barrier height, and
the values in parentheses include zero-point effects.b ε denotes the
dielectric constant.

Table 2. Effect of Structural Variations on Gas-Phase Reactivity
of Hydroxy Ketones (B3LYP/6-31G**)

compda
C(1)-C(4)

(Å)
(∆Vq)

(kcal mol-1)
υH

q

(cm-1) κH
b kH/kD

b

I 2.62 5.6 699i 1.44 2.93
II 2.68 7.5 746i 1.52 3.19
III 2.69 7.7 756i 1.53 3.23
IV 2.75 11.8 880i 1.71 3.68

a Figure 1.b Evaluated at 305 K using the Wigner tunneling factor.
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in subsequent calculations; this way28 of choosing the set of
tunneling paths is called canonically optimized multidimensional
tunneling. The rate constants calculated by various approaches
are shown in Figure 2 as an Arrhenius plot. There are only small
deviations from linearity, which is not very surprising for the
narrow temperature range represented (275-375 K), but the
increase in the rate due to tunneling is evident. For these PM3
calculations, as well as those calculations at a higher level to
be described, we find that the variational transition state does
not deviate significantly from the saddle point so that the rate
constant calculated in the absence of tunneling will be correctly
given by conventional transition state theory. We note that the
gas-phase KIEs calculated in the absence of tunneling are quite
close to the liquid-phase experimental values, the significant
increase in the calculated values when tunneling is included
leads to a definite divergence from the liquid-phase experimental
values. However, we do note that as well as predicting a barrier
somewhat larger than experiment, the PM3 gas-phase imaginary
frequency (996i cm-1) is significantly larger than that from the
liquid-phase PCM calculations at the B3LYP/6-31G** level,
so that the tunneling contribution to the KIEs is probably
overestimated.

We now turn to estimates of the KIEs at levels of theory
higher than PM3. Due to the computational expense of calculat-
ing the large number of Hessians for these medium-size systems
at higher levels of theory, we have used interpolation and dual-
level methods implemented withinPOLYRATE. It is, however,
of interest to compare predictions of the KIEs at higher levels
of theory with those from PM3. For this comparison we have
taken the case of the gas-phase reaction of compoundI at the
B3LYP/6-31G level, which has both a lower barrier and a lower
imaginary frequency than the PM3 case. To reduce the number

of Hessians that are required, we use the interpolated variational
transition state theory by mapping (IVTST-M-H/G) method29

which evaluates gradients and Hessians atG and H points,
respectively, on the MEP and interpolates between these values.
Here we used IVTST-M-22/200, i.e., one Hessian every nine
gradient evaluations, to be compared to a ratio of 1:2 or 1:1
used in the absence of interpolation. The results are shown in
Table 4. Although the KIEs at the CVT level are only slightly
reduced from those using the PM3 Hamiltonian, the KIEs at
the ZCT and SCT levels are now, unlike the PM3 values, only
slightly changed (<6%) from the CVT values. Such an effect
has been noted previously for situations where the barrier is
quite low.30

It was not feasible to carry out similar calculations of the
KIEs with the PCM/B3LYP MEP due to the lack of analytic
second derivatives for this wave function. We thus used the
dual-level approach, taking geometry, energy, and frequency
information of the stationary structures at the PCM/B3LYP/
6-31G* level, to correct the MEP data computed at both the
PM3 and B3LYP/6-31G IVTST-M levels. Thus, with use of
the nomenclature of Hu et al.,19 these calculations are designated
PCM/B3LYP/6-31G*///PM3 and PCM/B3LYP/6-31G*///B3LYP/
6-31G(IVTST-M), respectively.

The results of these calculations are summarized in Tables 5
and 6. We first note that the results from the two dual-level
approaches are quite similar, although they use two quite
dissimilar low-level potential energy surfaces, which is very
encouraging as far as the credibility of the dual-level algorithm
is concerned. The PM3 surface has a barrier and imaginary
frequency larger than that for the high-level calculation, while
the B3LYP/6-31G (ε ) 1.0) surface has a much lower barrier
and imaginary frequency (Table 1). We find that both dual-
level calculations predict a rate enhancement for hydrogen of
∼1.5-3.0 due to tunneling, with the degree of tunneling being
underestimated by the Wigner and zero-curvature models. Notice
that the SCT values of the KIEs, which include corner-cutting
tunneling, are 6-15% larger than ZCT values, in which
tunneling paths are on the minimum-energy path. At the small-
curvature level the predicted KIE falls from near 3 at 305 K to
near 2.5 at 359 K. Both dual-level approaches also predict
similar Arrhenius activation energies, with values close to 10
kcal mol-1 when tunneling is included (Table 7).

(28) Truhlar, D. G.; Lu, D.-h.; Tucker, S. C.; Zhao, X. G.; Gonzalez-
Lafont, A.; Truong, T. N.; Maurice, D.; Liu, Y.-P.; Lynch, G. C.ACS Symp.
Ser. 1992, 502, 16-36.

(29) Corchado, J. C.; Coitin˜o, E. L.; Chuang, Y.-Y.; Fast, P. L.; Truhlar,
D. G. J. Phys. Chem. A1998, 102, 2424-2438.

(30) Storer, J. W.; Houk, K. N.J. Am. Chem. Soc. 1993, 115, 10426-
10427. Hu, W.-P.; Rossi, I.; Corchado, J. C.; Truhlar, D. G.J. Phys. Chem.
A 1997, 101, 6911-6921.

Table 3. Calculated Gas-Phase KIEs forI at the PM3 Levela

T (K) CVT CVT/W CVT/ZCT CVT/SCT CVT/LCT

305 2.97 3.45 3.71 4.05 3.76
336 2.69 3.08 3.23 3.45 3.27
359 2.53 2.87 2.97 3.14 3.00

a KIE ) kH/kD.

Figure 2. Arrhenius plot for gas-phase direct dynamics at the PM3
level for compoundI . ZCT and SCT denote zero-curvature tunneling
(tunneling along the MEP) and small-curvature tunneling (mild corner
cutting), respectively.

Table 4. Calculated Gas-Phase KIEs forI at the B3LYP/6-31G
(IVTST-M) Level

T (K) CVT CVT/W CVT/ZCT CVT/SCT

305 2.81 3.14 2.76 2.83
336 2.56 2.82 2.53 2.58
359 2.42 2.64 2.39 2.44

Table 5. Dual-Level Calculations of the Transmission Coefficients
(κ) for Hydride Transfer of CompoundI in Water

PCM/B3LYP/6-31G*///
B3LYP/6-31G(IVTST-M)

PCM/B3LYP/6-31G*///
PM3

T (K) W ZCT SCT W ZCT SCT

305 1.64 1.70 2.51 1.64 2.36 2.86
336 1.52 1.54 2.09 1.52 2.01 2.33
359 1.46 1.46 1.88 1.46 1.84 2.08
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4. Discussion

We have used correlated levels of electronic structure theory
and direct dynamics methods to understand the hydride transfer
in some model compounds for which experimental data are
available. The accuracy of variational transition state theory with
optimized multidimensional tunneling, which is used here to
predict rate constants, has been verified for a large number of
three-body systems by comparison with accurate quantal
calculations of rate coefficients.22 The systems studied here are
rather more demanding cases, being quite large molecules in a
condensed-phase environment.

First, we have shown that variation of the steric interactions
within these polycyclic hydroxy ketones causes small, but
definite variations in the distance between the carbon atoms
(C(1), C(4)) involved in the hydride transfer, which can result
in quite large changes in the barrier. Examination of our
optimized structures shows that to form the transition state for

hydride transfer there is a reduction in the C(1)-C(4) distance
of ∼0.2 Å, the remainder of the carbon cage being essentially
rigid. A polarizing environment results in a considerable increase
in the barrier compared to the gas-phase value and must be
included in any realistic model of the reaction. A central
approximation in our work is the use of a continuum to model
solvation, rather than the inclusion of explicit solvent molecules.
Such an approach conveniently bypasses the problem of rigorous
conformational averaging of solvent configurations but, of
course, neglects explicit solvent-solute interactions. In light
of this approximation, the calculated Arrhenius activation
energy, within∼3 kcal mol-1 of the experimental value, is quite
satisfactory.

When combined with the potential energy surface for the
hydride transfer occurring in water, calculated at the PCM level,
the direct dynamics approach is very successful in understanding
the origin of the measured KIEs, and the value of the dual-
level approach for the study of such large systems has been
demonstrated. The measurement of KIEs using tritium substitu-
tion can assist in identifying the contribution of tunneling to
the KIEs,2,31and it is not clear whether models involving explicit
solvent may be needed to accurately help interpret such data. It
is clear from the present calculations that without a tunneling
correction the KIEs are definitely underestimated, values at the
CVT level of 2.4-2.1 being compared to the experimental
values of 2.8-2.4. Although the Wigner corrected values
underestimate the tunneling correction when compared to the
small-curvature values, the former are in excellent agreement
with the experimental values. Thus although the calculations
reported have gone a long way toward using high levels of
theory to interpret the KIEs in quite complex systems, the
situation is not 100% satisfactory. Various improvements could
be contemplated. For example, one could explore higher levels
of electronic structure theory. Also, the present treatment does
not include first-solvation-shell effects or nonequilibrium sol-
vation effects on the tunneling probablities.32 However, these
are minor quibbles. Overall the agreement of theory and
experiment is encouragingly good.
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Table 6. Dual-Level Calculations of Kinetic Parameters for
Hydride Transfer of CompoundI in Water

T (K) CVT CVT/W CVT/ZCT CVT/SCT

PCM/B3LYP/6-31G*///B3LYP/6-31G (IVTST-M)

rate constant (s-1)
305 7.88E+04 1.29E+05 1.34E+05 1.98E+05
336 4.21E+05 6.42E+05 6.49E+05 8.79E+05
359 1.21E+06 1.77E+06 1.77E+06 2.28E+06

KIE
305 2.42 2.74 2.52 2.90
336 2.24 2.49 2.31 2.57
359 2.13 2.35 2.19 2.40

PCM/B3LYP/6-31G*///PM3

rate constant (s-1)
305 7.88E+04 1.29E+05 1.86E+05 2.25E+05
336 4.21E+05 6.42E+05 8.47E+05 9.83E+05
359 1.21E+06 1.77E+06 2.23E+06 2.53E+06

KIE
305 2.42 2.74 2.99 3.27
336 2.24 2.49 2.66 2.85
359 2.13 2.35 2.48 2.63

Table 7. Calculated Arrhenius Activation Energy over 305-336 K
for Hydride Transfer in CompoundI

level CVT CVT/W
CVT/
ZCT

CVT/
SCT

PM3 12.7 12.1 11.5 11.2
PCM/B3LYP/6-31G*///PM3 11.0 10.6 10.0 9.7
PCM/B3LYP/6-31G*///

B3LYP/6-31G (IVTST-M)
11.0 10.6 10.4 9.8
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